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Abstract— In The current world of digital communication secure data communication prime task. In this
proposed thesis work implement a GF theory on digital data. In this thesis explore a variety of applications of
the theory and applications of arithmetic and computation in the finished fields of cryptography and crypt
analysis as well as in the field of digital communication. This thesis discusses a new modified method for
provide the security of the information in the noise communication channel. For the improvement of security
of the codes using the Galious field (G.F.). Computation over finite fields (also called Galois fields) is an active
area of research in number theory and algebra, and finds many applications in cryptography, error control
coding and combination design. For the implementation of proposed work use VHDL platform.The proposed
shows better security as compare to golay and other encoding and decoding method.The performance
analysis carried out by analyzing the utilization of Maximum frequency: 87MHz. The number of step
calculating Galois Field algorithm taken by device Spartan is 6 steps. Clock cycle for each step required 33.85
MHz. The proposed method shows good result not only in the security purpose also in the frequency level on
FPGA implementation.
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I. INTRODUCTION
1.1 BACKGROUND
A The problem of error correcting codes has arisen in
response to practical problems of reliable communication
of digitally encoded information. It began in 1948, when
Claude Shannon gave a formal description of a
communication system. He also presented a good theory on
the concept of information. The paper by Claude Shannon
"A mathematical theory of communication" marked the
birth of a new subject called "Information Theory", part of
which is the theory of coding. C. Shannon laid the
theoretical foundation of the subject. He showed that "good
codes" exist without exposing them. His proof was
probabilistic and existential but not constructive. It
remained a great challenge to build and implement
effective codes for a very long time. While Claude
Shannon developed information theory and coding as a
mathematical model for communication in the late 1940s,
his colleague from Bell Laboratories Bell Richard
Hamming found a need for error correction in his own

work on computers. Setting to work on this problem R.
Hamming has created a way to code information so that if
an error was detected it could also be corrected. Richard
Hamming was one of the first to actually build and
implement error correction codes. Inspired by the work of
Hamming, Claude Shannon developed the theoretical
framework for the science of coding theory. The theory of
error detection and code correction has become a branch of
mathematics and engineering that deals with reliable trans-
1 mission and data storage. Encoding, and in particular
error control coding, is an extremely important part of
applied mathematics.

1.2 Golay Codes
In mathematics and electronic engineering, a

Golay binary code is a type of error-correction linear code
used in digital communications. The Golay binary code, as
well as the ternary Golay code, has a particularly deep and
interesting connection to the theory of finite sporadic
groups in mathematics.
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Fig 1 – Golay Code based Encoder and decoder

These codes are named in honor of Marcel JE Golay
whose journal 1949 introducing them was called, by ER
Berlekamp, the "best published single page" in coding
theory. There are two closely related binary codes. The
extended Golay binary code, G24 (sometimes referred to
simply as the "Golay code" in finite group theory) encodes
12 bits of data in a 24-bit word in such a way that all 3-bit
errors can be corrected or Any 7 bits Errors can be detected.
The other, the good binary Golay code, G23, has code
words of length 23 and is obtained from the extended
binary Golay code by removing a coordinate position
(conversely, the extended binary Golay code is obtained at
From the binary Golay code by adding one parity bit). In
the standard code notation, the codes have parameters [24,
12, 8] and [23, 12, 7] corresponding to the length of the
code words, the code size and the minimum Hamming
distance between two Code words respectively
advancement.

Fig 2 Extended binary Golay code and it generator
Matrix

1.3 Galious Field
In mathematics, a finite field or a field of Galois

(so named in honor of Evariste Galois) is a field that
contains a finite number of elements. As with any field, a

finite field is a set on which the operations of
multiplication, addition, subtraction, and division are
defined and satisfy some basic rules. The most common
examples of finite fields are given by the mod p of the
integer number when p is a prime number.

The number of elements of a finite field is called
its order. A finite field of order q exists if and only if the
order q is a prime power pk (where p is a prime number and
k is a positive integer). All fields of a given order are
isomorphic. In a field of order pk, the addition of p copies
of an element always gives zero; That is, the characteristic
of the field is p.

In a finite field of order q, the polynomial Xq - X
has all q elements of the finite field as roots. The non-zero
elements of a finite field form a multiplicative group. This
group is cyclic, so all non-zero elements can be expressed
as powers of a single element called primitive element of
the field (in general, there will be several primitive
elements for a given field).
A field has, by definition, a commutative multiplication
operation. A more general algebraic structure that satisfies
all the other axioms of a field, but whose multiplication
need not be commutative, is called a division ring (or
sometimes a skeleton). According to the small Wedderburn
theorem, every finite division ring must be commutative,
and therefore a finite field. This result shows that the
limitation of definite can have algebraic consequences.
Finite fields are fundamental in a number of fields of
mathematics and computer science, including number
theory, algebraic geometry, Galois Theory, finite geometry
cryptography and coding theory.

Table 1. Shows the Galious filed (GF) look up table

II. PROPOSEDMETHODOLOGY
2.1 INTRODUCTION
There In this chapter describe the complete structure of
proposed method. In the proposed method the two major
parts are available transmitter end and receiver end. First
discuss the transmitter end of proposed phenomena, second
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the noisy channel and last one is receiver end that based on
decoder process.
2.2 THEORY OF OPERATION
2.2.1 Message or Secret Data –
In the transmitter end stating point of the proposed
method is input message. In the proposed method
independently select the in the binary format in terms of 0
and 1. This binary input message is independent user give
any 12 digit binary data at the transmitter end that is same
received at the receiver end. If data is mismatch it means
method is not proper worked, second condition of data
mismatch enter the wrong key in the galious field or third
case high noise enter in the data due to highly noise
channel. User inter the 12 digit binary data that is divide in
to the 3 level binary give the name G1,G2 and G3. The
process of divide the binary data is shown in below Figure
4.2.

Fig. 3. Input Message divide into 4 bit hexadecimal
format

2.3 Communication Chanel –
The competing the transmitter end process. The next stage
of proposed work is communication channel (CC). When
the message is send to the transmitter end to the receiver
send via communication channel, the message corrupted by
the impulse noise. Impulse noise is one of the most
common type noise in the communication channel. In the
impulse noise input data or transmitted data is corrupted by
the zeros and ones. It means that the binary data is changed
or binary bits are changed by 0 or 1.

Fig 4 Impulse Noise Add in the Communication
Chanel

Galois Decoder –
After the completing the error correction of

received code.The received encrypted code is decrypted by
the look up table shows in below. With the help of this
look up table regenerate the secret message.

Fig 5 Shows the Galious Field Encryption

III. SIMULATION AND EXPERIMENTAL
RESULT

3.1 Introduction
The This chapter describes about simulation and

result analysis of proposed method. It conjointly mentioned
about technology used. The given algorithm is tested and
compared for various input message and different binary
data that is corrupted by different impulse noise bit error.
Results are describing by graphs and tables and conjointly
compare results of projected work with previous work.

Basic configuration of our system is core i3 4GB
RAM. The performances are quantitatively measured by
the proposed decoder architecture considering resource
utilization and speed as defined in given equations. Also
compare on the basics of comparison of the proposed
decoder architecture considering throughput, latency, and
area means total number of gate used in the FPGA
structure.
5.2. Result Parameters
The The slice is a sub array of a one-dimensional array,
from a single element up to complete array. The prefix
used for a slice is the name of the parent array. The index
used for a slice must fall in the range of the indexes of the
parent array. Moreover, the direction of the slice indexes
must be the same as the direction of indexes of parent array
(either ascending or descending). The slice is an object
which can be used in the same way as its parent array: if
the parent array is a signal, then any its slice is also a signal,
etc. If the discrete range of a slice is null then the slice is
null as well. FPGA are made of basic units called CLBs. In
Xilinx FPGAs, a CLB is broken into 4 slices and each slice
into 2 LUTs (Look-Up-Table).

Multipliers and DSP
Slices

Fig 6 Multiply Function
The seemingly simple task of multiplying two numbers
together can get extremely resource intensive and complex
to implement in digital circuitry. To provide some frame of
reference, Figure 6 shows the schematic drawing of one
way to implement a 4-bit by 4-bit multiplier using
combination logic.
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Fig.6 Schematic Drawing of a 4-Bit by 4-Bit Multiplier

Now imagine multiplying two 32-bit numbers
together, and you end up with more than 2000 operations
for a single multiply. Because of this, FPGA’s have
prebuilt multiplier circuitry to save on LUT and flip-flop
usage in math and signal processing applications.

5.3 Simulation output of proposed hybrid Structure of
Galious Field and golay

In the simulation output calculate the different
output of the of proposed method like register transistor
logic (RTL) view of the proposed, technological view of
the design, Number of Slices, Number of Slice Flip Flop,
Number of 4 input LUTs: Number of bonded IOBs, IOB
Flip Flops and Number of GCLKs. All these are calculated
in this proposed method and compare with base paper.

Fig 7 shows the design summary view of Proposed
Design

In this design summery, shows that the proper
output of the proposed method. The design summery
shows proposed method run successfully with no errors.
For run or synthesis proposed method first synthesize the
XST. After synthesize of XST shows the RTL view that is
shown in below. After analysis of RTL view also shows
the technology schematics and other view. If proposed
method is without error shows that no error. Sometimes
also contains some warnings but warnings are avoidable. In
the present of error simulation will not run.

Fig 8 Shows the RTL view of Proposed Design

After the HDL synthesis phase of the synthesis process,
you can display a schematic representation of your
synthesized source file. This schematic shows a
representation of the optimized design in terms of generic
symbols, such as adders, multipliers, counters, AND gates,
and OR gates, that are independent of the targeted Xilinx®
device. Viewing this schematic may help you discover
design issues early in the design process.

5.4 Simulation of I-Sim –
In the I-Sim simulator shows the simulation output of the
proposed method. In the simulation window the input the
predefined in the work bench. Input message, transmitter
end key, receiver end key, encoder data, decoded data. The
input signal is shown in the below figure.
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Fig 9 i-Sim Simulator Window

Fig 10 Receiver End Key, Encoder Data, Decoded Data

V. CONCLUSION
In this discuss on A Bird Eyeview On Design

And Implementation of Hybrid Galois Field Encoder
& Decoder. The important outcomes of this paper are
shown in the section of comparative analysis.

In this paper observe that the A Bird Eyeview
on Design And Implementation of Hybrid Galois
Field Encoder & Decoder. Also most of the Hybrid
Galois Field Encoder & Decoder.

In future design a better A Bird Eyeview on
Design And Implementation of Hybrid Galois Field
Encoder & Decoder. That can improve all these problems

in this communication area. In future try to A Bird
Eyeview on Design And Implementation of Hybrid
Galois Field Encoder & Decoder.
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