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Abstract— Memory arrays are an essential building block in any 

digital system. As the size of embedded system is shrinking with 

reduction in operating voltage, it has led to increased design 
challenge for the embedded engineer to meet the optimal demand 

of low power design of SRAM memory system. The aspects of 

designing an SRAM are very vital to designing other digital 

circuits as well. The majority of space taken in an integrated 

circuit is the memory. SRAM design consists of key 
considerations, such as increased speed and reduced layout area 

and also power dissipation is major issue and plays an important 

role in CMOS SRAM design due to increased integration. 

Semiconductor memory arrays are capable of storing large 

quantities of digital information which are essential to all digital 
systems. The ever increasing demand for larger data storage 

capacity has dri ven memory development towards more compact 

design and consequently toward higher storage densities. In thi s 

paper we have implemented SRAM using 0.12 µm using CMOS 

technique. The complete implementation and verification is done 
on the Tanner tool, Schematic of the SRAM cell is designed on 

the S-Edit and net list simulation done by using T-spice and 

waveforms are analyzed through the W-edit. The circuit is 

characterized by using the 0.12µm technology which is having 
supply voltage 0f 1.2volt. 
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Introduction 

Static RAM plays a key role in modern devices as the 

technology advances and the need for high speed applications 

in very deep sub micron technology. SRAM stands for static 

random access memory which means that memory in which  

the data can be accessed in random order and since these 

RAMs can hold their stored data infinitely, provided the 

power supply remains on without refreshing since it uses 

latches as storage cells therefore these are called static RAMs. 

It is the volatile  memory i.e. d isconnection of the power 

supply results in a loss of the stored data. Static random-

access memory  continues to be a critical component across a 

wide range of microelectronics applications from consumer 

wireless to high-end workstation and microprocessor 

applications. For almost all fields of applications, 

semiconductor memory has been a key enabling technology. It 

is forecasted that embedded memory in SOC designs will 

cover up to 90% of the total chip area. A representative 

example is the use of cache memory in microprocessors. The 

operational speed could be significantly improved by the 

application of on-ch ip cache memory  that temporarily stored a 

fraction of the data and instruction content of the main  

memory. The power d issipation majors an important role in  

CMOS SRAM design due to increased integration. 

Semiconductor memory arrays capable of storing large 

quantities of digital information are essential to all dig ital 

systems. The ever increasing demand for larger data storage 

capacity has driven the fabrication technology and memory  

development towards more compact design rules and 

consequently toward higher storage densities.  
 
Memory Organization 

 When implementing an N-word memory where each word is 

M bits wide. The most intuitiveapproach is shown in figure 2a.  

If we assume that this module is a single port memory. In  

other words, only  one signal Si can  be high at  any time. 

Assume that we would like to implement a memory that holds 

1 million (N=106) 8 bit  (M=8) words. Since memory  

dimensions always come in powers of 2. In this particular case, 

the actual no. of words equals                       

2
20 

=1024×1024=1,048,576. 

When implementing this structure using the strategy of figure 

1a. We quickly realize that1 million select signals are needed. 

Since these signals are normally provided from off chip or 

from another part of the chip. This translates into a lot of 

wiring problems. A decoder is inserted to reduce the no. of 

select signals as shown in figure 2.b[11]. A memory word is 

selected by provided a binary encoded address word (A0 to 

Ak-1), the decoder translated  this address into N=2k select 

lines, only one of which is active at a time. This virtually  

eliminates the wiring and packaging problems.  

 
                                

Figure1 
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Figure 2 

 
SRAM 6T (SIX TRANSISTOR) CELL  

A six-transistor (6T) CMOS SRAM cell is as shown in figure 

3a.It  is similarly to one of the implementations of an SR latch, 

it consists of six transistors. Similarly to one of the 

implementations of an SR latch .  it consists of six transistors. 

Four transistors  M1,M2,M3,M4  comprise cross-coupled 

CMOS inverters and two transistors M5 , M6 are said to be a 

access transistors as it provide read and write access to the cell.  

the access transistors connect the two internal nodes of the cell 

to the true (BL) and the complementary ( ) bit lines. Figure 

3b shows a Tanner tool vesion of 6T SRAM cell 

.    

   
 
 
 

 
Figure 3 

 
 
  
 
 
 
  
 
 

 
 

Figure 4 
 

 

A. Read Operation 

Before init iating a read operation, the bit lines are precharged 

to VDD. The read operation is in itiated by enabling the word  

line (W L) and connecting the precharged bit lines, BL and , 

to the internal nodes of the cell. Figure 3.1 shows the 

operation of various transistors. Consider the   to side of 

the cell. The bit line capacitance for larger memories is in the 

pF range. Consequently, the value of   stays at the 

precharged value VDD upon enabling of the read operation 

(WL→1). Th is series combination of two NMOS transistors 

pulls down the  towards ground. As the difference between 

BL and  builds up, the sense amplifier is activate to 

accelerate the reading process. 

 
Figure 5 
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B. Write Operation 

Assume that a 1 is stored in the cell. A 0 is written in the cell 

by setting   to 1 and BL to 0, which  is identical to apply ing 

a reset pulse to an SR latch. This causes the flip-flop to 

change the state if the devices are sized properly. During the 

initiat ion of a write, the schematic of the SRAM cell can be 

simplified to the model of Figure 3.2 . It is reasonable to 

assume that the gates of transistors M1 and M4 stay at VDD 

and GND respectively, as long as the switching has not 

commenced. If transistors M4 and M6 are p roperly  sized, then 

the cell is flipped and its data is effectively  overwritten. A  

statistical measure of  SRAM cell write ability is defined as 

write margin. Write margin  is defined as the minimum b it line 

voltage required to flip the state of an SRAM cell [12]. The 

write margin  value and variat ion is a function of the cell 

design, SRAM array size and process variation. 

 

 
 

Figure 6 

 
C. Hold operation 

    In hold  condition the word line WL is set to off condition 

that is word  line is at 0 , the access transistors M5 and M6 are 

turned off. Inverters formed by four transistors will be 

connected to each other giving inverted out put to each one. 

The inverters are connected hence they retain the memory  

which was earlier fetched. The data are held in latch. 
 

DECODERS 

Whenever a memory allows for random access - based access, 

address decoders must be present. The design of these 

decoders has a substantial impact on the speed and power 

consumption of the memory. The normal decoder can be built 

using logic gates. However, the normal built using logic gates 

may cause several problems. The main problem is that the 

decoder will require a very large number of transistors. The 

capacitance associated with the long runs of wires and high 

gate input count will add to long delays. So we need to design 

a decoder with less transistors and wires to avoid the delays. 

The row address decoder is required to  select one of the 2M 

word line in response to an M bit address input [11]. As an 

example consider the case M=8 bits and denote the 8 word  

lines as WL0, W L1, WL2, WL3 _ _ _ _ _, W L127 

respectively. 

 

The function of column address decoder is to connect one of 

the 2
N 

bit lines to the data I/O line of the chip. 

 A NOR based decoders are implemented for both row and 

column decoders. The NOR decoder works just like any other 

dynamic circu it and the design is simple with less wires which  

results in fast access of data. A NOR based decoder is as 

shown in figure 7.  

 

 
 

Figure 7 
 

 

SENSE AMPLIFIER AND PRE-CHARGE OPERATION 

The primary function of a sense amplifier in SRAMs is to 

amplify a small analog differential voltage developed on the 

bit lines by a read-accessed cell to the full swing digital output 

signal thus greatly reducing the time required for a read 

operation. A sense amplifier is designed as a differential 

amplifier. It compares the difference between BL and  and 

gives the corresponding output. If BL is greater then    the 

output is high else the output is  low. This A SA allows the 

storage cells to be small, since each individual cell need not 

fully discharge the bit line .allows the output to set quickly  

without fully charg ing or discharging bit line. Figiure 5.a 

shows the implementation of sense amplifier. 
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Figure 8 

           

 

 

 
Figure 9 

 

 
 

SIMULATION AND RESULTS  

The simulation result of decoder is as shown in figure 6.a. In  

NOR decoder total number of transistor is 38 co mpare to 

dcoder implemented by AND gate it uses 54 transistors which 

makes it bulkier. It shows when all the line are 101 word line 

wl5 is selected 

 
 

 
 

Figure 10.a simulation result of  NOR decoder 

 
 

 
 

Figure 11 shows the result of write operation 

 

 
Figure 12 shows the result of read operation 

 

The write cycle is the minimum t ime required  between write 

cycles. The simulat ions for the WRITE operation of a SRAM 

cell is shown in figure 6.b 

     Write access time = 20.76ns - 20.49ns 

                               = 0.27ns 

and the read access time is calculated as  

      Read Access Time = 19.20ns – 18.74ns 

                                 = 0.46ns 
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CONCLUSION 

The design and implementation of the SRAM memory is 

shown in this paper using a negative word  line technique. The 

write access time have been improve effect ively from 0.75ns 

to 0.27ns making it  faster in access. The total power 

consumption also significantly  reduced as compared to the 

existing 6T SRAM memory system.  
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