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Abstract  

Most of the real world problems in engineering, 

medicine, industry, science and business involves data 

classification task. Data classification takes labeled data 

samples and generates a classifier model that classifies 

new data samples into different predefined groups or 

classes. This thesis explores the application of 

Computational Intelligent Techniques like Artificial 

Neural Network (ANN) and Fuzzy Logic (FL) for 

solving data classification problems. Artificial Neural 

Network has emerged as an important tool for solving 

data classification problem. Artificial Neural Network 

is an information-processing paradigm inspired by the 

way the brain process information. It is composed of a 

large number of highly interconnected processing 

elements (neurons) working in parallel to solve a 

specific problem. Due to their powerful non-linear 

function approximation and adaptive learning 

capabilities ANN can make accurate data classification. 
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Introduction  

When designing a fuzzy system using Genetic 

Algorithms, the first important consideration is the 

representation strategy to be followed. Binary strings 

are used to represent the rule set. In the rule set each 

variable is represented by a two bit substring. An 

additional two bit is used to represent the output class. 

In order to design a compact rule set only ‘nR’ rules are 

represented in the genetic population. Within that ‘nR’ 

rules, to select the optimal rules, a rule selection bit is 

used. The membership function is represented as 

floating point numbers. Each input variable is fuzzified 

into three linguistic values (low, medium and high). 

Trapezoidal membership function is used to represent 

the lower and higher values of the input variable and 

traiangular membership function is used to represent 

the medium value of the input variable. With this 

representation a typical chromosome will look like the 

following:  
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This type of representation has a number of advantages 

over binary coding for membership function. The 

efficiency of the GA is increased as there is no need to 

convert the input variables to the binary type. 

Iris Data Classification 

Iris data set consists of 150 four dimensional vectors 

representing 50 plants each of three species iris setosa, 

iris versicolor and  iris virginica. The four input 

features are sepal length, sepal width, petal length and 

petal width. All these input features are continuous 

variables. Each input variable is represented by three 

fuzzy sets and a total of 7 points are needed to represent 

each variable. The range of each membership function 

point is computed dynamically.  

           

Figure 1 Optimal Membership function for the 

variable petal length 

Fig : 2 Convergence behavior of MGA compared 

with SGA and IGA 

The convergence behavior of the proposed MGA is 

compared with SGA and IGA are shown in Figure 1. 

Wine Data Classification 

Next the performance of the proposed approach is 

tested on Wine data. The wine data contains the 

chemical analysis of 178 wines grown in the same 

region in Italy but derived from three cultivators which 

is designated as 3 output classes. The 13 attributes 

available for classification are: alcohol, malic acid, ash, 
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alkalinity of ash, magnesium, total phenols, flavanoids, 

nonflavanoids phenols, proanthocyaninsm color 

intensity, hue, OD280/OD315 of diluted wines and 

praline. Among the 13 input features 11 features are 

continuous and 2 are discrete. The same representation 

strategy that is followed in Iris data set is followed here 

also. A total of 91(13×7) points are needed to represent 

all the membership functions of all the input variables. 

A maximum of forty rules were generated initially. 

Each rule needs 29 bit binary string and hence a total of 

1160(29×40) binary bits are used to represent the entire 

rule set.  

TCPDUMP Data Classification 

Finally, the proposed approach was applied to design 

the classifier for the TCPdump data. The TCPdump 

data set is actually a Windows NT attack data set 

collected from the 2000 DARPA Intrusion Detection 

Specific Scenario Data sets. It consists of a total of 294 

data with 259 normal cases and 35 abnormal cases with 

five input features (Source IP address, Destination IP 

address, Source Port Number, Destination Port Number 

and the Protocol used) and two output classes (Normal, 

Abnormal). All the input features are discrete in nature. 

Mixed Genetic Algorithm 

Starting with an initial population, the genetic algorithm 

exploits the information contained in the present 

population and explores new individuals by generating 

offspring using the three genetic operators namely, 

reproduction, crossover and mutation which can then 

replace members of the old generation. Fitter 

chromosomes have higher probabilities of being 

selected for the next generation. After several 

generations, the algorithm converges to the best 

chromosome, which hopefully represents the optimum 

or near optimal solution. The above process is 

pictorially represented. 

Conclusion  

Mixed Genetic Algorithm (MGA) approach for 

designing a fuzzy classifier which improves the 

convergence speed and quality of the solution. In the 

proposed MGA, floating point numbers are used to 

represent the membership function and binary strings 

are used to represent the rule set. This type of 

representation has a number of advantages over binary 

coding for membership function. The efficiency of the 

GA is increased as there is no need to convert the input 

variables to the binary type. For effective genetic 

operation, modified form of crossover and mutation 

operators which can deal with the mixed string are 

proposed.  

In a standard Simple Genetic Algorithm (SGA), 

crossover is the main genetic operator responsible for 

the exploitation of information while mutation brings 

new nonexistent bit structures. It is widely recognized 

that the SGA scheme is capable of locating the 

neighborhood of the optimal or near-optimal solutions, 

but, in general, SGA requires a large number of 

generations to converge. To overcome this problem, 

this work proposes an Improved Genetic Algorithm 

(IGA) approach which incorporates a set of advanced 

and problem-specific genetic operators (Durairaj et al, 

2006) in addition to the basic cross over and mutation 

operator applied in SGA in order to improve its 

convergence and the quality of the solutions. The 

following problem-specific operators have been used in 

this work. 
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