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Abstract— One of the practical concerns that have attracted 

significant attention is the efficient resource management in the 

virtualised data center. In order to maximize the revenue for 

commercial cloud providers, the economic allocation mechanism 

is desired. Nowadays, industries are seeking scalable IT solutions 

such as data centers, hosted in either in-house or a third party 

for the advancement of virtualization technologies and the 

benefit of economies of scale. It is ubiquitous to have data centers 

via cloud setting. Very little is known about the interaction of 

workload demands and resource availability.  A large scale 

survey of in-production data center servers within a period of 

two years would fill this gap.  The seasonality of resource 

demands and its affects by different geographical locations are 

the main focus. This paper presents a brief analysis of data 

center growth to meet business demands in different 

geographical locations. 
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I. INTRODUCTION 

To provide reliable and scalable computing infrastructure 

for massive internet services, more and more data centres have 

been built across the world today. Modern virtualization based 

data centers could better support the increasing trend of cloud-

based infrastructure with flexible resource management by 

taking advantage of the virtualization technology. 

Heterogeneous applications are supported by virtualization 

technology. Therefore, it can reduce amount of hardware in 

use and lead to energy-efficient system because of 

consolidation. Resources are collected into a virtual resource 

pool for sharing among users in the virtualized data center. 

Computer resources can be obtained on a pay as you go basis. 

VMs with different CPU, memory and disk capacity are the 

key specifications required in an application. 

 

To set up a data center one has to invest a great amount, in 

which more than 45% of the total costs go the servers. 

According to a report, Google spent $2.6 billion for data 

centers in 2007. Therefore, useful work accomplishment per 

dollar invested is an important goal.  But, utilization in the 

data center can turn out to be remarkably low, which is around 

5-15 % on an average.  It could greatly affect the revenue if 

there is low resource utilization. The two main reasons for the 

low average resource utilization could be; Firstly, we cannot 

represent the real runtime demand as the users’ request for 

resources is always blind. Therefore, when the application 

doesn’t use up its reserved share, the resources apparently 

tend to be wasted. This could lower the revenue eventually. 

Secondly, underuse of server resources can be caused due to 

unsuitable VM placement. There are several popular ways for 

VM placement. Performance reduces when allocating VMs 

randomly without considering network topology. The other 

method simply consolidates VMs for resource savings also 

ignores the network condition, thereby causing serious traffic 

along with large cost between few nodes. 

 

It is an emerging and accelerating trend to migrate systems 

onto the cloud. to facilitate the development of cloud 

computing, data centers are considered as the back-bone. 

Cloud performance hinges on the computation, storage and 

network capacity provisioned at the data centers. 

Virtualization technologies are powered by data centers that 

enable multiple resources being multiplexed or shared. The 

data center management is challenging. It can be classified 

into two; 

 

(i) Resource management, that focuses on dynamically 

controlling workloads given a resource pool and, 

(ii) Capacity planning, which focuses on resource 

provisioning. 

 

Data centers are further powered by virtualization 

technologies [1]–[4] that enable multiple resources being 

multiplexed/ shared among a large number of users with 

diverse time-varying access patterns [5], [6]. A large number 

of studies [3], [7], [8] have aimed at examining virtualization 

technologies to improve data center efficiency via workload 

consolidation. Capacity planning on the other hand often 

relies on time series methodologies [8]–[10] for workload 

forecasting in order to dimension resource capacity. In general, 

little is known about “real” workloads placing demands on 

data centers and how their combined demands on different 

resources evolve across time. 

 

This paper fills this gap with effective capacity planning by 

providing hard data on the evolution of workload resource 

demands that are in production. A detailed performance 

survey across several thousand servers in different data 

centers located in four different continents from June 2009 to 

May 2017 is conducted in this paper. The centers picked up 

are mature data centers, i.e., the customer servers would be 
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corporations due to which there would be no churn from 

casual users.  Our main objective is to make an evolutionary 

view of the work load over a period of time. We aim at 

presenting data both from a global perspective but also from a 

more narrow point by taking the nature and the sheer quantity 

into consideration. We present some elementary economic 

analysis along with the presentations of the utilization of CPU, 

memory and disk in different time scales i.e. daily and 

monthly. 

II. LITERATURE REVIEW 

A. Data Center Network Architectures 

The current data centers, access tier, aggregation tier and 

core tier are known as the three tier architecture. The bottom 

level is access tier, in which each server connects to one (or 

more, for redundancy purposes) access switch. Each access 

switch connects to one (or more) switches at the aggregation 

tier, and finally, each aggregation switch connects with 

multiple switches at the core tier. This approach supports 

multiple heterogeneous applications with a familiar 

management infrastructure. The inter-VM communication has 

to transfer data from access tier through aggregation tier to 

achieve core tier (if necessary), then return. The more tiers 

packages pass, the more bandwidth consumption as well as 

the more communication latency. Thus, the data center 

network may become unbalanced depending on the 

communication patterns. That is, the higher tiers have much 

more traffic than the lower ones because of less links and 

bandwidth sharing among multiple switches, especially severe 

in the core tier. 

 

Several new data canters network architectures have been 

proposed regarding core tier network bottleneck in the last 

two years. VL2[2] also has three-tier architecture but with 

main difference that the core tier and the aggregation tier form 

a Clos[4] topology, and designing valiant load balancing 

protocol to relieve the core tier workload. PortLand [3] is 

another three-tier architecture that shares with the VL2 the 

same Clos topology feature. It makes use of fat-tree topologies 

and evenly distributing the up-links between all the 

aggregation switches. Both VL2 and PortLand improve 

network load balancing by designing novel network topology 

and protocols. However, it would lead to much more complex 

link connection that increases the operation and maintenance 

expense along with difficult identified name space problem. 

B. Overview of Revenue Management and Overbooking 

In various industries like airlines, hotels and car rentals [5], 

the revenue management has been widely adopted. The data 

centers which wish to focus on maximizing the revenue can 

also apply the revenue management technique. To increase the 

profit, various industries sell more than its capacity as a 

strategy of revenue management which is known as 

overbooking.  However, it differs from the fields of 

application. A seat in an airplane cannot be occupied after the 

flight has taken off. In the same way the grid does not require 

fixed starting times for a resource, Overbooking for high-

performance computing (HPC), cloud, and grid computing has 

been introduced in [6][7]. DRIVE [18] studies various 

economic resource allocation strategies, including the 

applicability of overbooking in the Grid computing, but fails 

to provide specific solutions. Sulistio[19] proposes 

overbooking strategies to mitigate the effects of application 

cancellation and no-show focusing on the time scale. It 

doesn’t deal with the under-usage resource during the runtime. 

C. Resource Allocation in Data Centers 

Various capacity tools such as VMware Capacity Planner 

[8], IBM WebSphere CloudBurst [9], Novell PlateSpin Recon 

[10] and Lanamark Suite [11] normally decides the VM 

placement. These tools seek to consolidate VMs for CPU, 

physical memory and power consumption savings, thus can 

lead to situation in which VM pairs with heavy traffic among 

them are placed on host machines with large network cost 

between them. Application level optimization techniques 

[12,13] alleviate the problems based on the current resource 

allocation state. The original VM placement is used to 

determine the network consumption. The initial resource 

allocation that could be responsible for various performance 

anomalies is critical to be determined. Tara[14] proposes a 

new architecture for optimized resource allocation in 

Infrastructure-as-a-Service (IaaS)-based cloud systems. The 

allocation decision taken by the IaaS is strategized by a what-

if methodology. To estimate a the performance for a given 

resource allocation strategy, a prediction engine with a light 

weight simulator is used. This paper deals with exclusive 

deploying of application to servers along with focusing on 

MapReduce. 

III. EXAMINED ANALYSIS 

This paper describes the analysis of resource requirements 

for businesses at various regions with respect to different sizes 

of data canters to meet business needs from cloud consumers 

described as follows. We first describe about the scenarios of 

Asia-pacific region, Canada, Eastern Europe and Japan in 

terms of single data center, rack/computer room, mid-size data 

centers, enterprise data centers and large data canters 

respectively. 

A. Asia Pacific Region 

In the Asia pacific region, when the statistics are examined, 

the single data centers have a drastic growth between the years 

2010 and 2016 to meet business requirements as shown in 

figure1. 

 
Fig1. Year Vs Size of Single Data Center 
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There is a gradual growth in the number of  rack/computer 

rooms between the years 2010 to 2016 as shown in 

figure2.

 
Fig2. Year Vs Size of Rack 

 

Similarly the mid size data centers also grow from 2007 to 

2016 as shown in figure3. 

 
Fig3. Year Vs Mid-Size Data Center 

 
When it comes to the enterprise data centers the numbers 

range from 1000 to 1600 between the years 2010 to 2016 as 

shown in figure4. 

 

 
Fig4. Year Vs Enterprise Data Center 

Large data centers grew from 100 to 200 within the same span 

of years. 

 
Fig5. Year Vs Large Data Center 

B. Canada 

In Canada the statistics witness sudden crests and troughs 

within a short span of 7 years as shown in figure6. 

 
Fig6. Year Vs Size of Single Data Center 

 

In Canada the statistics witness sudden crests and troughs 

within a short span of 7 years for rack as shown in figure7, 

Through this examination of the chart, we notice a sudden fall 

of racks from more than 14000 to less than 12000. 

Fig7. Year Vs Size of Rack 
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Mid size data centers decreased from 650 to 564 as shown in 

figure8. 

 
Fig8. Year Vs Mid-Size Data Center 

The enterprise data centers decreased eventually between 

2010 and 2012 but had a sudden raise from 2013 to 2016 as 

shown in figure9. 

 
Fig9. Year Vs Enterprise Data Center 

In case of large DC increased from more than 20 in 2010 to 

more than 35 by 2016 as shown in figure10. 

 
Fig10. Year Vs Large Data Center 

C. Eastern Europe 

 

Single data centers ranged from 147274 to238792  between  

2010 to 2016 as shown in figure11. 

 
Fig11. Year Vs Size of Single Data Center 

 

As shown in the figure12 the number of racks/computer 

rooms fluctuated between the years 2010 and 2016. 

 
Fig12. Year Vs Size of Rack 

 
It fell drastically from 380 to 286 between the years 2010 and 

2016. 

 
Fig13. Year Vs Mid-Size Data Center 
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Enterprise DC eventually increased from 196 to 243. 

 
Fig14. Year Vs Enterprise Data Center 

 
There were 44 large data centers in 2010 and increased to 65 

by 2016. 

 
Fig15. Year Vs Large Data Center 

 

There were 44 large data centers in 2010 and increased to 65 

by 2016. 

 

D. Japan 

Single data centers increased in 2011 compared to 2010 but 

experienced a sudden fall by 2016. 

 
Fig16. Year Vs Size of Single Data Center 

They drastically fell from 27532 in 2010 to 15706 in 2016. 

 
Fig17. Year Vs Size of Rack 

 

The mid size data centers also observed a sudden fall from 

380 in 2010 to 236 in 2016. 

 
Fig18. Year Vs Mid-Size Data Center 

 
They fell from 346 in 2010 to 292 in 2016. 

 

 
Fig19. Year Vs Enterprise Data Center 

 

They increased from 85 in 2010 to 101 by 2016. 

 
Fig20. Year Vs Large Data Center 
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IV. CONCLUSIONS 

 Continuous monitoring and performance measurement 

would be an efficient way to manage the resources. Measuring 

losses along the electrical power chain equipments such as 

transformers, UPS etc., would be considered to be a more 

detailed assessment. Supply of air temperature and humidity 

should be monitored for each CRAC or CRAH unit as well as 

the dehumidification/humidification status to ensure that 

integrated control of these units is successful. Normally, 

relocating or consolidating, or even optimizing data centers  is 

a massive task. There is a significant risk that the processes 

will drag on for years to come, and what is even more 

disturbing is the fact that the task will never finish, leaving us 

with more data centers than we started with. One way of 

avoiding this is to implement fit-for-purpose key performance 

indicators (KPIs) that support business case, focusing on 

measuring activities and progress that will eventually allow 

you to turn off the switches in the old data centers. 
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